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Microdamage accumulates in bone due to repetitive or excessive mechanical loading, and
accumulation of damage can lead to an increase in fracture susceptibility. Understanding
the stress or strain criterion for damage formation would allow improved predictive
modeling to better assess experimental results or evaluate training regimens. Finite
element models coupled with three-dimensional measurements of damage were used to
directly correlate damage formation to the local strain state in whole rat femora subjected
to three-point bending fatigue. Images of accumulated damage from contrast-enhanced
micro-CT were overlaid onto the calculated strain result to determine the strain associated
with damage. Most microdamage accumulated in areas where the first principal strain
exceeded 0.5%, but damage also occurred at lower strains when applied over sufficiently
large volumes. As such, a single threshold strain was not a good predictor of damage.
In order to capture the apparently stochastic nature of damage formation, a Weibull
statistical model was applied. The model provided a good fit to the data, and a fit based on
a subset of the data was able to predict the results in the remaining samples with an RMS
error of 17%. These results demonstrate that damage formation is dependent on principal
strain, but has a random component that is likely due to the presence of pores or flaws
smaller than the resolution of the model that act as stress concentrations in bone.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

the rate of damage formation, resulting in decreased elastic
modulus (Pattin et al., 1996; Schaffler et al., 1989) and fracture
toughness (Norman et al, 1998). Ultimately, excessive

Microdamage accumulates in cortical bone due to repetitive
or excessive mechanical loading (Norman and Wang, 1997;
O’Brien et al.,, 2003; Schaffler et al., 1989) and with age (Burr
et al, 1997; Norman and Wang, 1997; O’'Brien et al., 2003;
Schaffler et al.,, 1995; Schaffler et al., 1989). Fatigue damage
has been indicated as a stimulus for bone remodeling (Burr
et al., 1985). However, harmful levels of accumulated damage
can occur when the capacity for bone repair is exceeded by

damage accumulation is manifested as a stress fracture
(Lee et al., 2000; O’Brien et al., 2003). The ability to assess
the risk of damage accumulation in response to implanted
devices, exercise, or training regimens would reduce injuries
and improve training or rehabilitation safety.

Damage occurs in highly stressed regions of cortical bone
(Fondrk et al., 1999; George and Vashishth, 2005), with most
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studies reporting results for controlled loading of machined
samples (Diab and Vashishth, 2005; Fondrk et al., 1999;
Landrigan et al., 2011; Vashishth et al., 2001). In bending of
machined samples, diffuse damage is associated with tensile
strain while microcracking is associated with compressive
loading (Diab and Vashishth, 2005). However, damage has
also been detected in areas of lower strain following bending
(Turnbull et al., 2011), suggesting probabilistic characteristics.
One hypothesis is that the likelihood of occurrence depends
on the both the magnitude of the strain and the size of the
volume over which it occurs (Bigley et al., 2007; Taylor, 1998;
Taylor and Kuiper, 2001; Taylor et al., 1999). Recent studies
have correlated microdamage to calculated strain distribu-
tions in 2-D sections of bovine trabecular bone (Nagaraja
et al., 2005) and human trabecular bone (Green et al., 2011).
Damage was preferentially associated with locations of high
strain, but not all highly strained areas were associated with
damage. As such, there may be a probabilistic element to
damage formation in response to bone strain.

Developing a probabilistic model of damage requires a
mapping between locations of damage and the strain
distribution during loading. The former can be imaged
using contrast-enhanced micro-computed tomography
(uCT) after labeling tissue with a barium sulfate (BaSO,)
contrast agent (Landrigan et al., 2011; Leng et al., 2008;
Turnbull et al., 2011; Wang et al., 2007), and the latter can
be calculated using specimen-specific finite element mod-
els (Taddei et al., 2006; Torcasio et al., 2012; van Lenthe
et al., 2008). The goal of this study was to develop a
predictive model for damage formation in fatigue loaded
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bone. Specifically, (1) locations of damage in whole rat
femora subjected to bending fatigue were identified using
a contrast agent and 3-D imaging; (2) the strain within the
damaged regions was calculated by specimen-specific finite
element models; and (3) a predictive criterion for damage
formation was developed and assessed.

2. Methods

Twelve fresh-frozen whole femora from mature male Wistar
rats were studied. In a previous study (Tumbull et al.,, 2011), the
femora were cyclically fatigued in three-point bending at 2 Hz at
a span of 14.5 mm. A specimen-specific peak force was applied
to induce a maximum tensile strain of approximately 0.85% on
the periosteal surface (Turner and Burr, 1993) until a stiffness
degradation of 5% (N=7) or 10% (N=5) was reached. Following
testing, femora were stained with BaSO, to label damage
(Landrigan et al., 2011; Leng et al., 2008; Turnbull et al.,, 2011,
Wang et al., 2007). Briefly, specimens were soaked in a solution
of equal parts acetone, phosphate buffered saline (PBS), and
0.5 M BaCl, (certified ACS crystal, Fisher Scientific Fair Lawn, NJ)
in deionized (DI) water for 3 days, followed by a solution of equal
parts acetone, PBS and 0.5 M Na,SO, (anhydrous powder, Fisher
scientific, Fair Lawn, NJ) in DI water for 3 days, both under
vacuum (~50mm Hg). This method relies on nucleation of
BaSO, crystals within voids in the bone. Specimens were stored
at —20 °C in airtight containers containing equal parts PBS and
ethanol during interim periods. The 14.5 mm segment of each
stained femoral diaphysis, between the two supports from
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Fig. 1 - In stained control femurs, image processing removed non-specific staining. In loaded femora, the remaining voxels
are located in distinct regions. Processing removed approximately 70% of stained voxels in control samples, but only 23% of
stained voxels in loaded samples (b). The image processing technique connected small regions of bone labeled by BaSO, that
were in close proximity, but removed small isolated volumes (c).
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three-point bending, was imaged in PBS using pCT (uCT-80,
Scanco Medical AG, Briittisellen, Switzerland) at 10 pm resolu-
tion, 70 kVp, 114 mA and 400 ms integration time. The images
were Gaussian filtered (¢=1.0, support=3.0) and damage was
segmented at a constant threshold equivalent to 3310 mg HA/cc,
which is higher than bone tissue grayscale (Turnbull et al., 2011).
An image processing technique was developed to separate
non-specific BaSO, staining of porosity from damage. The
strategy was to develop an algorithm that removed the
majority of stained voxels in images from unloaded femora
that should contain minimal damage, while conserving
stained regions in loaded samples. Thresholded uCT images
of the stained regions were first subjected to a morphological
closing by 5 voxels, which connects regions separated by less
than ten voxels into single regions. Regions of non-specific
staining were subsequently removed by a morphological
opening of two voxels, which removes regions with a dimen-
sion less than four voxels in any direction. Damaged regions
in the processed images were defined as connected volumes
of stained voxels. A group of five control samples that had not
been loaded were used in addition to the twelve fatigued
samples to assess the validity of the method (Fig. 1).
Specimen-specific finite element models of each femur
were created to simulate the three-point bending experiment
(Fig. 2). Micro-CT images were Gaussian filtered (¢=0.7,
support=2.0), downsampled to 80 pm resolution using cubic
interpolation, and converted to tetrahedral meshes using a
constant threshold of 950 mg HA/cc (Visualization Tool Kit,

Kitware, Clifton Park, N.Y.). Laplacian smoothing was applied
to the mesh to improve tetrahedral aspect ratios with the
surface nodes fixed to maintain the bone volume. The mesh
was transferred to a general-purpose finite element program
(ADINA 8.7, Watertown, MA). A uniform isotropic Young's
modulus was calibrated to match the measured reaction
forces specifically for each sample. The mean (+ standard
deviation) applied modulus was 5.0 (+ 2.3) GPa, and Poisson's
ratio was assumed to be 0.3. Boundary conditions were
applied to simulate the three-point bending supports, and a
rigid contact surface mimicking the loading fixture was used
to apply a bending load to the same displacement as the
initial cycle of fatigue loading (Fig. 2). Nodal strains were
found by averaging the calculated element strains. One femur
was modeled and solved using 60 um elements to ensure that
the mesh was sufficiently refined.

Processed damage images were overlaid onto the calcu-
lated strain field from the models (Fig. 3, Paraview, Kitware,
Clifton Park, N.Y.). The strain magnitude located in voxels
where damage was present was found for the central 2 mm of
each femur. Results from the 5% and 10% stiffness reduction
groups were pooled, because there was no statistical differ-
ence in the total volume of accumulated damage between the
groups in the previous experiment (Turnbull et al., 2011).

A sensitivity study was performed to determine the effect of
the selected image threshold on the calculated strain field. One
femur was segmented at 5% and 15% higher threshold levels.
The same material properties and boundary conditions were

Fig. 2 - (a) Schematic diagram of the three-point bending fixture used to induce damage in rat femurs (Turnbull et al., 2011). (b)
The associated finite element model of the upper loading support and a (c) detailed mesh for a femoral cross-section

corresponding to the proximal end of the model.
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Fig. 3 - 3-D uCT images of stained damage overlaid onto the finite element results. Microdamage (a) coincided with high first
principal strains (b), maximum shear strains (c), and octahedral shear (d) strains calculated by the models at the points of load
application on the cranial surface and along the tensile caudal surface of the bone.

applied, and the relationship between strain and damage was
compared to the original model.

The Weibull distribution (Weibull, 1951) has been proposed

to describe the probability of failure in damaging materials
(Taylor, 1998; Taylor and Kuiper, 2001; Taylor et al.,, 1999).
According to the theory, most failed volumes should be
concentrated in a narrow high strain range, while some failed
volumes are dispersed across lower strains. A Weibull para-
meter plot was used to determine whether the presence of
damage followed a Weibull distribution. The bone was dis-
cretized into nearly equally sized tetrahedral volumes with
approximately 240 um edges and a mean (+ standard devia-
tion) volume of 1.56 x 10~ > (+0.194 x 10~%) mm?. The tetrahe-
dra containing damage were rank ordered ( ji, jo, ..., Jjn)
according to the average strain within them to determine the
Weibull parameter:
y; =logy, {10810 %)} (€3]
Linear regression of the Weibull parameter versus log;o(strain)
was used to find the Weibull modulus (Bigley et al., 2007;
Cattell and Kibble, 2001; Wisnom, 1999).

A model based on the Weibull distribution was used to
relate the probability of damage occurring within a region of
bone based on the level of strain and the volume of the
region. The first principal strain, maximum shear strain, and
octahedral shear strain were considered as potential damage
criteria. Elements were separated into nine strain ranges: less
than 0.2%, 0.2-0.3%, 0.3-0.4%, 0.4-0.5%, 0.5-0.6%, 0.6-0.7%,
0.7-0.8%, 0.8-1.0%, and greater than 1.0% strain. Connected
regions of elements for each strain range were found and
sorted into five to seven groups of similar sized volumes. A
connected region of elements was considered damaged if it

contained any BaSO, labeled voxels. The probability of
damage occurring in a region of a given volume and strain
level was calculated as the percentage of all such regions
across all femora containing damage. The probability was fit
to a Weibull distribution based on a strained volumes
method:
Vs re\m

P:l—exp{—v—so(g—*) } ©2)
where P represents the probability of damage for a volume,
Vs, subjected to a strain, e (Taylor, 1998; Taylor and Kuiper,
2001; Taylor et al., 1999). In Eq. (2), the Weibull modulus, m,
is a constant representing the degree of scatter in the data.
Large values of m indicate that microdamage is primarily
a factor of the applied strain, while smaller values indicate
a greater chance of damage occurring at lower strains. For a
volume Vg, of material subjected to a strain of £* the
probability of damage occurring is 0.63 (Taylor and Kuiper,
2001). The constants were optimized using the constrained
minimization function, fmincon, in Matlab™ (MathWorks,
Natick, MA) to minimize the root-mean-square difference
between the measured and predicted probabilities. The initial
values for the Weibull modulus, m, were taken from the fit of
the Weibull parameter. Several different initial values for the
remaining constants were used to ensure the solution was
unique.

3. Results

The close and open sequence removed 70% of stained voxels
from images of unloaded samples, but removed less than 25%
from images of loaded femora (Fig. 1). As a result, only 0.01%
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Table 1 - The Weibull model constants found by minimizing the root-mean-squared error between the percentage of

damaged volumes at specified strain ranges and volumes and predicted damage probability.

Strain type Weibull Modulus (m)

Reference Volume (mm?) Reference strain

First principal strain 0.8
Max shear strain 1.21
Octahedral shear strain 1.56

7.79 041
8.23 0.49
8.05 0.45
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Fig. 4 - The fraction of damaged areas (a) and total volume (b) where the peak strain fell within each strain range of 1st
principal strain (P1), maximum shear strain (MSS), and octahedral shear strain (OSS). The receiver operator characteristic
curve for varying 1st principal strain indicated that no threshold strain was a suitable predictor of damage (c). Data are pooled

for 12 femurs.

of the voxels in the control samples were labeled compared to
1.04% in fatigued samples, on average. Damage density in the
processed images was correlated to that measured from the
unprocessed images (Fig. 1b), which has been shown to
correlate to traditional histologic measures of damage
(Landrigan et al., 2011).

Damage was detected in areas of high strain magnitude on
the caudal surface of the bones, which was loaded in tension, as
well as at the contact point with the loading fixture (Fig. 3).
However, a simple strain criterion was neither sensitive nor
specific for damage (Fig. 4). Only 70% of damaged regions had
principal strains over 0.5%. Similarly, the peak shear and
octahedral shear strains exceeded 0.5% in only 65% of the
damaged regions. Conversely, while approximately 30% of the
total model volume was subjected to strains greater than 0.5% in
each mode, only 1.7% of the volume was stained by BaSO,.

The Weibull parameter was linearly correlated to
logio(strain) except at the extreme low and high strain values
(Fig. 5). The Weibull modulus was equal to 2.5 using first
principal strain, 2.8 using octahedral shear strain, and 2.7
based on the maximum shear strain, indicating that damage
was detected over a wide strain range.

The probability of damage increased with both the volume
of a strained region and its strain magnitude, consistent with
a Weibull probability model (Fig. 6). Optimization of the
Weibull constants consistently converged to a Weibull mod-
ulus of 0.8 when using first principal strain as the criterion,
1.56 when using octahedral shear strain, and 1.21 when using
maximum shear strain. The reference strain and volume
coefficients converged to different values depending on initial
values. Since m was near unity, the fitted values of V;, and *
were more sensitive to the initial values (Table 1). The
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Fig. 5 - The Weibull parameter was plotted as a function of
log(strain) to determine whether the data follow a Weibull
distribution, and to determine the initial estimate for the
Weibull modulus (m) to be used in the nonlinear fit.
Elements containing damage followed a Weibull distribution
with the exception of the extreme low and highly strained
elements. Data consisted of 2920 volumes for the 12 femurs.
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Fig. 6 — The percentage of volumes damaged as a function of
first principal strain for different mean volumes. Dashed
lines show the Weibull fit from Eq. (1). The probability of
damage increased as both volume and strain increased, and
displayed the same trend as a Weibull prediction of damage
probability. Data was pooled for 12 femora.

Weibull probability was strongly correlated with the observed
probability for all three measures of strain (Fig. 7).

The Weibull predictions calibrated using 10 random sam-
ples predicted the damage probability in the remaining two
samples with an RMS error of 17%. Across all twelve samples,
the actual probability of damage agreed well with the Weibull
probability based on the fitted parameters (Fig. 8).

Strain magnitudes in damaged regions across the median
2mm of the femur were minimally sensitive to model resolu-
tion or segmentation threshold. The total work done calculated
for both 80 pm and 60 pm elements differed by only 7% between
the two resolutions. On average, decreasing the element size
by 25% only decreased the maximum principal strains in
damaged regions by 2.7%. Furthermore, the strain magnitudes
were not sensitive to small changes to the selected threshold.
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Fig. 7 - The Weibull probability function predicted damage
in strained volumes for (a) first principal strain, (b)
maximum shear strain, and (c) octahedral shear strain. The
probability of damage increased as a function of both strain
and volume. Dashed lines show the ideal 1:1 relationship,
whereas solid lines show the linear fit for the data. First
principal strain provided the best correlation between the
actual and predicted damage probability.

On average, increasing the segmentation threshold by 5%
decreased the maximum principal strains in damaged regions
by 2.6%, which did not change the grouping of damage regions
used for constructing the probabilistic model. The simulated
stiffness decreased by 2.7%. However, increasing the segmenta-
tion threshold by 15% decreased the maximum principal strains
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Fig. 8 — The probability of damage was calculated for each
connected volume of tissue based on the fitted Weibull
parameters. The fraction of regions that were damaged
within each probability range agreed well with the
calculated probability of damage. Data used is the pooled
total of damaged volumes across 12 femora.

in damaged regions by as much 9.23%, which did affect the
assignment of damaged regions to associated strained volumes.

4, Discussion

This study employed finite element modeling and a novel 3-D
damage imaging technique to study criteria for damage
formation in rat bones loaded in three-point bending fatigue.
Regions of high strain exhibited a high probability of contain-
ing damage, but not all damage was found at high strains.
As such, a single criterion was not capable of identifying
damaged sites, and a probabilistic model was pursued. The
Weibull distribution provided a good prediction of the prob-
ability of damage occurrence in regions subjected to low
strain observed in the experiment. The Weibull modulus
was near 1.0, suggesting damage is somewhat stochastic in
bone (Huiskes et al., 2000). Finally, the results of this meth-
odology indicate that for a volume of bone experiencing a
given strain, the majority of the volume is not damaged.

A strained volume model was used to relate the prob-
ability of microdamage to the calculated strain distribution
from the first loading cycle. Such a model is applicable in
materials that contain flaws or pores that act as stress
concentrations (Bigley et al., 2007; Taylor and Kuiper, 2001).
In addition, this study applied a novel method of implement-
ing the Weibull model to a three-point bending test wherein a
range of strains occurs within the same sample. Finally, 3-D
quantification and correlation using contrast-enhanced pCT
enabled the visualization and analysis of damage throughout
the sample, and direct comparison to the calculated strains .

There are some important limitations to consider in this
study. First, microdamage was created by fatigue loading
(Tumbull et al, 2011), while the finite element models only
simulated the initial load cycle. However, regions where the
highest strain occurs initially are likely locations for damage
initiation (Kotha et al, 2004), and continued fatigue loading
would be expected to propagate this damage. Second, BaSO,

staining is not specific to microdamage. As such, some stained
regions may represent intracortical or endosteal porosity rather
than damage (Turnbull et al., 2011). However, the morphological
image processing was demonstrated to remove most non-
specific staining from samples that had not been loaded and
presumably contained minimal damage, while leaving the
majority of stained voxels in loaded specimens. Furthermore,
when applied to images of fatigued samples, the number of
voxels removed increased 16 fold compared to control samples.
As such, the image processing technique may have removed
areas of real damage with dimensions less than 40 ym in any
dimension. Finally, generation of a finite element mesh from
uCT images is inherently dependent on the image processing
parameters, filtering, and selected threshold (Davis et al., 2007;
Palacio-Mancheno et al, 2013). A sensitivity analysis on one
femur showed that the probabilistic model was not sensitive to
small variations in the segmentation parameters used to create
the finite element mesh.

The Weibull model provides a probability of damage occur-
ring rather than an absolute criterion. In this analysis, the
Weibull modulus of m~1 was lower than the reported value
of 8 for fatigue failure of human compact bone (Taylor, 1998).
This suggests that while strain is a very good predictor of overall
failure in bone, microdamage induced by three-point bending is
more heterogeneous in nature, and damage is likely to be found
within any sufficiently large volume subjected to a load. This is
consistent with a large quantity of pores, such as osteocyte
lacunae that act as stress concentrations and increase the
susceptibility to damage formation, and with the existence of
spatially random diffuse microdamage in bone of normally
functioning individuals (Vashishth et al., 2000). Random damage
processes have also been used as the basis of bone remodeling
algorithms with good success (Huiskes et al., 2000). The low
Weibull modulus from this analysis further suggests the pre-
sence of damage does not necessarily imply failure, and that
much of the damage may not be important to bone failure or
remodeling. This agrees well with recent data indicating the
inability of diffuse microdamage to initiate a remodeling
response (Herman et al., 2010).

The threshold for damage was approximately 0.5% strain,
regardless of the strain measure employed. This is similar to
reports for human femoral and bovine tibial trabecular bone,
where damage occurred between 0.35 and 0.7% octahedral
shear strain, or 0.6 and 1.0% first principal strain (Green et al,,
2011; Nagaraja et al., 2005). The strain levels are consistent
with bovine cortical bone, where elevated 1st principal
strains of 1.06% corresponded to BaSO, staining for machine
notched specimens (Leng et al,, 2008). Similarly, the strain
was about 1.0% near osteocyte lacunae associated with
microcracking (Nicolella et al., 2001).

In this study, several assumptions were made to simplify
the finite element analysis. First, homogenous material prop-
erties were assigned to the models. Non-homogenous mate-
rial properties can be assigned based on X-ray attenuation
(Austman et al., 2008; Bourne and van der Meulen, 2004;
Jaasma et al., 2002; van Ruijven et al., 2007), and would affect
the calculated strain magnitudes. The inclusion of mineral
heterogeneity has been shown to improve the accuracy of
computational models (Christen et al., 2013; Donnelly et al,,
2010; Kim et al., 2012). Recently, it was shown that non-linear
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FE models of damage in the human radius created from high
resolution quantitative computed tomography contain infor-
mation independent from linear simulations (Christen et al,,
2013). Furthermore, nearly 97% of variability of humeral
strength can be explained by moment of inertia, total mineral
density, and mineral:matrix ratio (Donnelly et al, 2010).
However, when applied to models of human trabecular bone,
strains levels differed by less than 4% of the original predic-
tions (Green et al., 2011). The reported homogeneous elastic
modulus ranges orders of magnitude from over 130 MPa
(Beaupied et al.,, 2006) to 1000 MPa (Nazarian et al., 2011).
The elastic modulus values used in this study were deter-
mined by matching the force-displacement curves from the
finite element model to the curves from the ex vivo femur
loading and were the similar to previously reported values for
rat femurs (Jorgensen et al., 1991).

Microstructural bone features including osteocyte lacunae,
pores and resorption cavities where not integrated into the
model. The inclusion of these features in a high-resolution or
multiscale model might provide an explanation for damage in
regions subjected to low strain (Voide et al.,, 2011). For instance,
mechanical failure in human vertebral cancellous bone has been
shown to preferentially begin near resorption cavities (Slyfield
et al,, 2012). However, the purpose of a statistical model is to
account for such microstructural flaws without resorting to
detailed modeling. As such, the low Weibull modulus associated
with damage may reflect the fact that flaws such as osteocyte
lacunae, canaliculi, and other pores are present at high density
throughout the bone. The model could theoretically be calibrated
to account for differing densities of microstructural defects either
between or within bones.

This study focused on the portion of the bone surrounding
the central loading point. Focusing on this region allowed for a
comparison of the largest range of strain variation to the highest
occurrence of microdamage (Turnbull et al., 2011). To verify that
the method was suitable over larger regions, the Weibull analysis
was repeated on 4 samples across the central 6 mm. Similar
trends were observed, with damage at a given strain being more
probable when it was applied over a larger region. The optimized
prediction obtained using the 2 mm region was applied to the
larger 6 mm region and the RMS error increased from 28% to
35%. The greater proportion of low strain regions and the
absence of highly strained regions outside the central 2 mm
taken together affected the quality of the fit.

Uncertainties in the model parameters can propagate to
affect the results. There is some uncertainty in our modulus
calculations, because we did not include changes in modulus
due to damage accumulation during loading. However, a
material model governing both creep and damage formation
in rat bone has not been established, and as such we chose to
consider the initial elastic behavior with the assumption that
damage initiated early and propagated during the fatigue
process. The segmentation threshold, which changes the
bone geometry, can also be a source of error in image based
finite element models. We verified that the data are relatively
insensitive to these uncertainties by parametrically varying
the threshold over a reasonable range. Finally, identification
of damage in image-based methods also has inherent uncer-
tainty. These effects were limited by identifying large con-
tiguous stained regions, and then determining the strain

within them. Hence, slight changes in the location or volume
of the stained regions had minimal affect on the results.
Smaller stained regions were deleted if they were distant
from other regions, or grouped into larger regions. As such,
the effects of noise in the image and staining of small pores
were mitigated. Moreover, 3-D quantification of damage can
eliminate uncertainty associated with sampling that is inher-
ent to histological methods (Bigley et al., 2008; Martin et al.,
2007).

The damage criteria considered were isotropic, and did not
account for strain orientation relative to the microstructure.
Accounting for the strain orientation would likely have an
effect, as cracks tend to grow along lamellae and arrest while
crossing lamellae. In some regions, damage was associated
with high shear strain with low tensile principal strain,
suggesting a potential role for shear or compressive strain
in this experiment. The significance of shear forces in
damage formation has not been well documented. The high-
est shear strain is oriented off axis to the bone and material
axes at the location of maximum tension or compression
during bending of whole bone. In contrast, near the neutral
axis there is a high shear stress oriented along the length of
the bone that could cause defects between microstructural
features. However little damage was detected at the neutral
axis. As such, neither maximum shear strain nor octahedral
shear strain improved the predictive power of the Weibull
distribution when compared to the first principal strain.
Taken together, this result suggested a minimal effect from
shear strains in the experiment.

The predictive power of a Weibull statistical model
accounts for microdamage accumulation at low strains. This
model could be integrated into Monte Carlo simulations to
model damage accumulation for bone adaptation or stress
fracture predictions (Pidaparti et al., 2001).
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